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Self attention and Transformers

« RNNs have been mpr.mm architecture formodeling sequences. Howerer
~ RNNs condition only on precedin
RN re inherentl sqental - il to parlleize

« Transformers are designed to resolve these problems

« They use rely mainly on a form of attention, called selfaffention

Transformer architecture

An encoder-decoder architecture only using
sclf attention
« The encoder is a stack of blocs consisting of
self attention followed by a feed-forward
layer
oW o
- Future input s ‘masked”
 Besides sl atetion, tals attends to the
encoder sta
« Both encoder and decoder are stacked
« Both of them use ‘multi-head attention

Sequence-to-sequence RNN with attention

First step towards Transformers
Whatfwe drop the recurson?

Calculating the context vector

+ The context vector is the sum of the encoder states, weighted by attention, ay ;
T

« Typically through softmax the result is an attention

distribution

() computes

« The attention funct
decoder state d;

state e to the

The attention function

Self attention

asimplificd it v
« The attention function returns a high value if the encoder state (the key) is x v « The outputs are weighted sum of the inputs
relevant to the decoder state (the query « The weights here depend on the inputs x,
+ Mostcommonly, he attntion function is a version of dot product between - - + The generalkdea s t assgn higher welghis
the query and the key toinputs that act together in predicing the
ldyer) = dle; | w=Twey (v output
« Similar to convolution, but we are looking at
e = dTWae, - - the whole input range
e - L + Norecurrence
S = ™ « The output s permutation invariant (order
of the inputs is nat impartant)
An example
+ We want representation of
“bank’ o attend to ‘river”
+ But their embeddings are
notlikely to be similar
« Dot product by itself is not
river bank usctil
« Dot product weights the input inputs with high similarity + Note also the ssularily with
+ We do not necessarily want similarity convolutions, but wi
unbounded distance

Self attention
typical approach

« Each Co mmivm\ed to three different vectors

« The transformations (Wi, Wq, W) are learned
« The attention funcion becomes

softmax (2) v
7

- This can be computed efficiently, and in parallel]

Multi-head attention

oI
parallel
« conceptually, thi




How about information from the sequence?

« Self attention is not sensitive to the order of input elements
. de the position informat
+ Two common approaches
~ Pusition encodings: combination of harmonic (cosine, sine) functions with.
different peri

peiods

index

Transformer architecture

‘The first layer is an embedding layer: no

information from context information

Subsequent layers use attention followed by
nonlinear transformation (feed-forward

layer)

Feed-forward layer is a projection an

up-projection followed by projection back to

input/output dimensions.

Input and output dimensions to each

Transformer block is the same

Layer normalization is after (sometimes

before) the attention and feed-forward

calculations

Transformer architecture: attention

« All queries, keys and values are combined to
matrices

« Instead of individual dot product, matrix
multiplications is used

Q

KT)
T

Attention(Q, K, V) = softmax ( ) v

+ On the decoder side, uture input is masked.

« The result of matrix multiplications are
normalized layerwise

ihead

« All attention layers are multiplied

+ Conceptually, ach head learns a different
property of the input to ‘attend to”

Feed-forward layer

ta

« The output of p:
(FFN)

« Typically FFN first applies a non-linear projection to a higher dimension
d back to (model)

+ Conceptually,

« “Layer Norm’ in original Transformers simply calculate the z-socre over the
-y sinput
. the PPN transtonms (noninealy) t. new represemiaion actvations (fatures)
+ A common alternative is RMSNorm
5 is batchenorm: he batch rather
than feature dimension

Layer normalization

hely bl

. (and gradients)
range

o tical better if
activations do not have extreme values

+ Original tranformers uses post-norm: normalization is done after
attention/FFN calculations

+ Most recent models use pre-norm

Attention in decoder

. without the knowledge of
+ The attention on the decoder is ‘masked!, each token can only attend to the

preceding tokens s (sofmas (L2} o

Some closing notes

« The Transformer architecture s the main architecture used in modern (large)
language models (with minor changes)
+ Original Transformer is an encoder-decoder model, used for machine
translation
+ Moder language models can be either
- Encoder only
~ Encoder-decoder
- Decoder only
« Reading; Jurafsky and Martin (2025, Chapter 9)
Next:
« Transformer language models
« Reading; Jurafsky and Martin (2025, Chapters 10 & 11)
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« The diagrams of the Transformer architecture is from the original
‘Transformers paper (Vaswani et ., 2017)



https://web.stanford.edu/~jurafsky/slp3/
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