Representations of linguistic units
Representing linguistic data
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+ Words that appear in similar contexts are mapped to similar representats

+ But these vectors are large and sparse
« Dense vectors have a number of desirable properties
- Morefcint o process
~ Removed redundancy also means better generalizations
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How to calculate dense word vectors? How to calculate word vectors?
(1) coun, fctorize, runcate (2)atent varable models (e, LDA)

w + Assume that the each ‘document’is generated based on a mixture of latent
w variables
W u « Learn the probability distributions

+ Typically used for opic modeling (0)
+ Can model words too (¢)

How to calculate word vectors? Applications of word vectors: similarity and analogy

(3 prcic th contetfromthe word, o word from the coext
+ Ttwas shown that the vector space models outperform humans in
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Vector arithmetic with embeddings

Singular Value Decomposition (SVD)

avery short introduction

France

Ward vectors map some
syntactic/semantic relations to vector
operations

« Daris- France + It

+ Singular value decomposition s a well-known method in linear algebra

« Ann xm (n terms m documents) term-document matrix X can be
decomposed as
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Truncated SVD

X=ugv’

Truncated SVD: with a picture
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« The approximation,
R=WeEVie

results i the best approximation of X, such that [ — Xl s minimur

+ Note that r and n may ea
choose k much smaller (a few hundreds)

ly be millions (of words or contexts), whille we

Step 1 Get word-context associations.
Step 2 Decompose
Step 3 Truncate

More notes on word vectors from SVD
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SVD: LSI/LSA

SVD applied to term-document matrices are called
« Latent semantic analysis (LSA) if the aim is constructing ferm vectors

. y ig (LSI) if the aim s

each

+ Each component of a ‘recuced” word vector is a weighted sum of the original

+ SVD removes correlations, resulting in less redundancy

SVD based vectors: practical concerns Matrix factorization: summary
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Predictive models

‘particular word oceurs
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properties of the word
« Typically we use larger contexts

fast
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‘The hidden layer representations are the dense

Conceptually, the hidden dimensions encode
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Predictive models

common approsches

+ The idea is the ‘locally” predict the contexta

« Instead of dimensionality reduction through SV, we try to predict
= either the target word from the context
~ o the context given the target word
+ In practice ‘shallow’ methods are shown to be effective.
« Typically,
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CBOW and skip-gram s - conceptuly
« word2vec is a popular algorithm and open source application for training - N
xd vectors e Wy
« It has two modes of aperation .
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word2vec Issues with softmax
it more in detail
« For each word w, the algorithm learns two sets of embeddings Plelw) = e
v for words
e for contexts A parcularproblem wih models with  sofmax output s igh
« Objective of the learning is to maximize (skip-gram) ot Gl o
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Note that the above is simply saftmax — the learning method is equivalent to e o
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word2vec: some notes

- Note that word2vec is not ‘deep’
+ word2vee preforms well, and it is much faster than earlier (more complex)
ANN architectures developed for this task.
« The resulting vectors used by many (deep) ANN models, but they can also be.
e e
BoW, hence.

* semantic re\ahomh{p)
« We need to keep the vocabulary (relatively) small, the method does not help.
with out-of-vocabulary words

Other predictive methods for building vector representations

« There a few other popular methods for building ‘general purpose’ vector
representations.

with global
information (similar to SVD)
- Pt malkes us ofcharsctrs (vgras) within the word s wll s thee

« On P by plugging
an “embedding layer’ to any neural network.

Using vector representations Context matters
« Dense vector representations are useful for many ML methods
« They are par ly InSVD (and other) vector representations, the choice of context matters
h + Larger contexts tend to find semantic/topical relationships
measuring s Sy « Smaller tend to find
« Dens ecifc to words, they
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Evaluating vector representations

« Like other unsupervised methods, there are no ‘correct’labels

+ Evaluation can be

Intrinsic based or o finding analogy /syn
i based onwhether they mprove a articla fak (e, parsing sentiment

lysis)
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Differences of the methods
orthelack thereof

« Itis often claimed, after excitement created by word2vec, that
prediction-based models work better

« Careful analyses suggest, however, that word2vec can be seen as an
approximation to a special case of SVD

+ Performance differences seem to boil down to how well the hyperparameters.
are optimized

+ In practice,
difference.

probably

Summary
+ (Dense) vector representations of linguistic units llow calculating
similarty/difference betuween the units
« General purpose embeddings can be ‘trained using counting (SVD), or
predicting (word2vee, GloVe)
« They are particularly suitable for ANN as low-dimensional inputs
« Although these general purpose embeddings are useful,
s (e, they assign

~ Ty oot handle palyaens, measing in content
+ Embeddings can also be traned on a particular task
+ Also works for other linguisticobjects (e, ltters, sentences)
+ Reading; Jurafsky and Martn (2025, Chapier 6)
Next.
+ Gradient descent, Reading; Jurafsky and Martin (2025, Secton 5.6)

Some sources of information

+ Jurafsky and Martin (Chapter 6,2025)

B Jurafsky, Daniel and James H. Martin (2025). Speech and Language Procesing:
A Introducton to Natural Lingiage Processing, Computational Linuistcs, and
Sy gt i Lvgue e 1 treleased

Ut ntps: /e, stanord. sd/ - Juratay/s1p3/



https://web.stanford.edu/~jurafsky/slp3/

	Representing linguistic data
	Introduction
	Representations of linguistic units
	Symbolic (one-hot) representations
	More useful vector representations: embeddings
	Where do the vector representations come from?
	How do we learn word vectors?
	How to calculate dense word vectors?
	How to calculate word vectors?
	How to calculate word vectors?
	Applications of word vectors: similarity and analogy
	Vector arithmetic with embeddings

	Matrix factorization
	Singular Value Decomposition (SVD)
	Truncated SVD
	Truncated SVD: with a picture
	More notes on word vectors from SVD
	SVD: LSI/LSA
	SVD based vectors: practical concerns
	Matrix factorization: summary

	Predictive (neural) embeddings
	Predictive models
	Predictive models
	word2vec
	word2vec
	word2vec
	Issues with softmax
	word2vec: some notes
	Other predictive methods for building vector representations

	Summary
	Using vector representations
	Context matters
	Evaluating vector representations
	Differences of the methods

	Wrapping up
	Summary


	Appendix
	Some sources of information


