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Classification

+ Given a training set with
(categorical)
labels/outcome 2
« Train a model to predict
future data points from the
same distribution

i S w0
otherwise

classes s a linear line/surface.

Learning with perceptron

+ We do not update the parameers i classification is correct
« For misclassified examples, we try to minimize

5w

sified examples
« Perceptron algorithm updates the weights for misclassified examples
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Logistic regres

« Logistc regression is probabilistic,
weestimate p )

« Note that typical regeession would
penalize correctly classfied

(y

examples
« Instead we fit a regression model for
logit(p) = whx + b

+ The probability estimate s the
inverse of logit, the logistic (sigmoid)
function

Another example with two predicto
Probabily assgnments are nonineas, bt the

scrminant function s e

Fitting a logistic regression model

1 « The derivative/gradient is easy (a.
Trew good exercise)

g set is, . [

V—logLiw) =
ciw) =[p1—p)' o

In practice, we maximize log likelihood,
or minimize ‘— log likelihood':

—log£(w)

+ But the loss function is convex: we
can find the global minimum with
gradient descent (most of the time)

== 5 wilogp + (1~ yo)logl1 — )

Naive Bayes

+ Naie Bayesis another probabilistic lassification method
« Inany classification task, our aim s to find

9 =argmaxPly|x)
v

+ Sometimes (with it Pixly)
« Then we use Bayes’ formula to invert the conditional proability

Plx|y)P(y)
I~

—argmax. = argmax Plx | y)P(y)
v ]

« P(x|y) and Ply) are generally estimated using MLE (with smoothing)

Maximum-margin methods (e.g.

SVMs)

Maximum-margin methods (e.g., SVM:

+ In perceptron, we stop whenever we + In perceptron, we stop whenever we
found a lincar discriminator found a lincar diseriminator

+ Maximum-margin classifiers seek a « Maximum-margin classifiers seck a

g he margin

« SVMs have other interesting properties, + SVMs have other interesting propertics,
and they have been one of the best and they have been one of the best
“out-of-the-box” classifirs for many “out-of-the-box’ classifiers for many
problems problems

Decision trees

« Note

Instance/memory based methods

+ No training; just memorize the instances

« During test time, decide based on the k
nearest neighbars

« Like decision trees, KNN s non-linear

« Itcan also be used for regression




More than two classes.

+ Some algorithms can naturally be extended to handle multiple class labels
* Any binary clasifiercan b turned no kv classfer by
R one-vs-rest o one-ve-all

Measuring success in classification

Accuracy precision,recal, Fscore
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Multi-class evaluation Confusion matrix
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« For C classes, averaging can be done two ways: predicted
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« The averaging can also be useful for binary classification, if there is no natural O UL L)

positive class.

« What is per-class, and averaged precision; recall?

Overfitting & Underfitting

We want our models to generalze, perform well on unseen data

.o when the model lea the training
data

« Underfitting occurs when the model is not flexible enough for solving the
problem at hand

Wewant simple o, bt ot 10 simple for e sk athond. |

Bias and variance
Bias of an estimate is the difference betwween the value being estimated,
he expected value of the estimate
B(W) = Bl

 An unbinsed estimator has 0,00 bias

Variance of an estimate is, simply its variance, the value of the squared
viations from the mean estimate
var() = E [~ ER)?]

w i the parameter (vector) that defines the model

Bias-variance relationship is a trade-off
‘models with low bias result in high variance,

ML evaluation in general

s sist pe
to fol. — Richard P. Feynman

Iow bias and low variance, but th
ot/ modes with e o bl ool
« Estimators/models with high bias (may) underfit
+ Evaluating ML system requires spec
~ Tuning your system on a development st
¢

trade-off

DY

« In most cases, the scores are not meaningful by themselves, we need to
compare with baselines

Final remarks.

+ Most NLP problems we try to solve are classification problems
. We red some of the ‘traditional’

+ Understanding them will help understanding more ‘modern’ methods

dels, and.

sometimes their performance may surprise you
Next:
Mon Lab: numpy tutorial
Wed Representing linguistic data

Some sources of information

« Any ML textbook covers most of the methods reviewed (and more), here are
afew: James et l. (2024), Bishop (2006), and MacKay (2003)

B Bishop, Chrstopher M. (2006). Patern Recogition and Machine Learning.
Springer.suw: 978-0387-31

Bl James, Gareth, Daniela Witte r Hastie, Robert Tibshirani, and
Jonathan Taylor (2024). An ntaduction fo et aring. Springer. o
97830313 ‘ statlearning. con/

) MacKay Davi ). C. (00). nformaon T nence and Lering
Aioims Camb c 6429
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https://www.statlearning.com/
http://www.inference.phy.cam.ac.uk/itprnn/book.html
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