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What is a language model?

A statistical language model estimates the prior probabilty values P(W) for strings
of words W in a vocabulary V.
— Clelba (2010)

Where do we use language models?

cal
applicability in NLP, in particular
- machine translation
- Specch recognition
~ Spelling correction / predictive text

language models also grew
- AINLP

The general formulation

We want to solve two related problems:
« Given a sequence of words w = (wiw;
whati the probability of the sequence

Plw)?

W),

(machine ranlation, automatespsch ecogriton)
« Given a sequence of words 1wz .- Wy 1,
what s the probability of the next word Plwin | Wi ... win1)?

(predictivs text)

Language models in practice: spelling correction

« How would a spel checker know that there is a spelling error in the following.
sentence?
ke pizza it spinach
« Or this one?
Zoo animals on e s

We want
Pl like pizza with spinach] > P(1 like pizza wit spinach) We want
P(Z0o animals on the loose] > P(Zoo animals on the lose) e van
Plrecognize speech) > P(wreck a nice beach)

Language models in practice: speech recognition

Language models in practice: speech recognition
Notsychannel model

audtosgna () ~[emesder A et} utrane fext ()

« We want P(u | Al probability of the utterance given the acoustic signal
« The model of the noisy channel gives us P(A |w)
+ We can use Bayes’ formula

Language models in practice: representations & generation

« Language models can be trained without labeled data

« (Most) 3
them

+ (Neural) language models build representations for text during
language-model training

build during (pre)training

PIA |u)P(u)
Piuja) = HALR
< plu, s, come froma
N-gram language models Assigning probabilities to sentences
count and divide?
How do we calculate the probabilty of asentonce like
amodel thatassign i sequences (ke pizza with spinach)

based on their parts
« N-gram language models are symbolic, they treat words (tokens) as discrete.
units.

« Until recently, language model’ meant ‘n-gram language model’

« They are replaced by neural models for almost any application

- Still, most of the concepts about language models is easier to introduce
through n-gram models

+ Can we count the occurrences of the sentence, and
divide it by the total number of sentences (in a large

- Many sentences are ot bserved even in very large

- Forthe ones observed ina corpus, probabilities will
ot reflect our ntuitions, or will not be useful in most
applications

Assigning probabilities to sentences
applying th chin rle

« The solution s to decompose

of the whole sentence.

+ Using the chain rule of probability (without loss of generality), we can write

Plwa | wi)
X Plowa [wi )

Plw, w2,y W
Wim-t)

X Pl | wi,wa,

Example: applying the chain rule

Plllike pizza with spinach) = P(ike|1)
x Plpizzallike)
 P(with ke pizza)

x P(spinach | 1 like pizza with)

+ Did we solve the problem?
« Not really, the lastterm is equally diffcult o estimate




Example: bigram probabilities of a sentence

with irst-order Markov assumpton

Plllike pizza with spinach) = Pllike|1)
x Plpizzal like)
x Plwith| pizza)

 Plspinach | with)

« Now, hopefully, we can count them in a corpus

Maximum-likelihood estimation (MLE)

« The MLE of n-gram probabilities is based on their frequencies in a corpus
+ We are interested in conditional probabilites of the form:
Plwi w1, wi_1), which we estimate using

PO Wi

where, C{( is the frequency (count) of the sequence in the corpus.
« For example, the probability Pilike |1) would be

e

Pllike|1) =

umbor of e ks o i the conpus

T e T oo e

MLE estimation of an n-gram language model N-gram models define probability distributions
Ao gram model conditoned on 1 previos words + Annegram model defines a probabilty distribution _word_prob
over words T om
Clw PELOE m ol
unigram Plw) = =gt ey 0133
N o Iy « They also define probability distributions over word 1 0067
igram € Wil wior) ==Ge0 sequences of equal size. For example (length 2), . 0.067
= Plwi [ wiaw, = Clwvigwiwi Dave  0.067
e e o) T3 ror =1 afraid 0,067
an 0067
i do 0067
et of am e el are fhese comdomal probabies + Example: probabilities in sentence i
Parameters of an n-gram model ar these conditional probabilities oot somy 0,067
that 0067
+ What about sentences?
000
Bigrams Sentence boundary markers
Bigrams arc overlapping sequences of fwo tokens
1 e want sentence probabilities, we need to mark thern.
(5 I'msorry , Dave . (/s)
(8 1'm afraid T can 't do that . (/5
( Bigram counts Umafraid Lean tdo that (19
ngam__freq_ ngam__freq_ngrm__freq_ngrom _freq
Tm 2 L Dwe 1 amwal 1 mide 1 P -
T The bigram (5 i no the same s the unigram 1
e b ) Including 5) allows usto predict kel words at the beginming of a sentence.
« Including (/) allows us to assign a proper probability distribution to
sentences
« What about the bigram * . 177
A note on n-gram order How to evaluate (n-gram) language models?
I the e the probabilty ssgned 3 et st beter the model. A
+ Larger values for ' alows modeling long-range dependencies . (kae!-l;ood
: , © (cross) entropy
© perplexity
« Itused touse up to Sgram ) B
e Extrinsic tothe
» + Speech recognition accuracy
N P + BLEU score for machine translation
© Keystroke savings in predictve text applications
+ More recently: large benchmark datasets on various tasks (QA,
NLL, paraphrasing, summarization, translation,
Likelihood Cross entropy
+ Cross entropy of a language model on a test set wis
+ Likelihood of a model M is the probabilit of the (test)set w given the modiel Hiw) = Z\% Powe)
£(MIw) =P(w|M) = [ P(s)
« The lower the cross entropy,the betterthe model
« The higher the likelihood (for a given test set), the better the model QS L A D
+ Likelihood i sensitive to the test set size Reminder: Cross entropy ’
« Practical note: (negative) log likelihood is used more commaonly, because of P using another (approximate) distribution P.
ease of numerical manipulation R
HIPLQ) =~ Y Plx)logPix)
Perplexity What do we do with unseen n-grams?
an oter s with MLE etimates
+ Words (and word ding to the Zipf' aw:
.+ Perplextty many words are e
« MLE will » unseen words, and
S mscen words

« Perplexity is the average branching factor
« Similar to cross entropy

~ lower beti

- not sensitive to tet set size

« Even with non-zero probabilities, MLE averfits the training data
* One soluton s smobin: take some probabily massfrom kocnen o,
and assign it to unknown word:

©-@"




Laplace smoothing

(Add-one smoothing)

« The idea (from 1790): add one to all counts
« The probability of a word is estimated by

Poalw)

Clwi+1
N

N mumber of word tokens.
V' number of word types.-the size o the vocabulary
« Then, probability of an unknown word is:

Absolute discounting

probability mass, , for the unseen events

+ How do we decide what ¢ value to use?

041
N+ v
Good-Turing smoothing Back-off
. P 1o be reserved .
observed n-grams Backof s th stimae i avalble, o of o the e nde gram(s)
+ Novel events in our training set s the ones that occur once. ather
o= PowtIme ”:{V’(w Iwica) i Clwioywi) >0
wi) otherwise
where s the number of distinct n-grams with frequency T in the training
S where,
+ Now we need to discount this mass from the higher counts o PO e iy
« The probability of an n-gram that occurred r times in the corpus is 0 I T B E D B
+ P(wi) typically, smoothed unigram probability

Interpolation

Interpolation uses a linear combination:

Panelwi [ wi1) = AP(wq | wi) + (1= A)P(wi)
In general (recursive definition),
Pa(we (Wi 0) = APOw [l + (1= APlwi () 2)

CEA=
+ Recursion terminates with
~ aither amooted unigram counts
 oruniform dsribution

Some shortcomings of the n-gram language models

‘The n-gram language models are simple and successful, but
« They cannot handle long-distance dependencies:
In the last race, the horse he bought last year finally ___
« The suceess often drops in morphologically complex languages
+ The smoothing methods are often ‘a bag of tricks’

ighly sens you
n-gram model trained on business news for medical fexts

Some shortcomings of the n-gram language models

The n e and
« They cannot handle long-distance dependencies:
the last race, the horse he bought last year finally

ful, but .

+ The smoothing methods are often ‘a bag of tricks’
« They are highly sensitive to the training data: you do not want to use an
n-gram model trained on business news for medical texts

Cluster-based n-grams

« The idea s to cluster the words, and fall-back (back-off or interpolate) to the
cluster
« For example,

Leg.
pplo, pear, broccoli, spinach}
— if o v mevor s .y BraceoL, st
Plbroccol1 | eat your) = P(FO0D) oat your) x Plbroccols | FouD)
« Clustering can be
hard.a word belongs to only one cluster (simplifies the model)
Soft words can be assigned to clusters probablisticaly (more flexble)

Skipping

oI
ing|the locture vas
e s ey
are completely different for an n-gram model
*+ Apotential soluton s o consdercontets with gps, kipping one o more

+ Wewould,for ample mode P abed) with  combination (e,
nterpolation) of
- Plelabe)
- Plejaba)
- Plelacd)

Modeling sentence types

improvea ition on the sentence

types

have different behavior
« Sentence types are typically based on dnemrmg

« Often a ‘general’ language model is used, as a fall-back

Caching

« Ifaword is used in a document,its probability of being used again is high
* Caching morels conitin the probaily of a word 0 lrgerconext
(besides the immediate history), su
e s .t docmene (f doeument boundarisare marked)
- a fixed window around the wor:

Structured language models

+ Another possibility is using a generative parser

« Parsers try to explicitly model (good) sentences

+ Parsers naturally capture long-distance dependencies
h

+ The improvements are often small (if any)




Maximum entropy models

« We canfita logistic regression ‘max-ent’ model predicting P(w | context)
- Main advantage

s to be able to condition on arbitrary features

Neural language models

« Similar to maxent models, we can train a feed-forward network that predicts a
word from its context
+ (gated) Recurrent networks are more suitable to the task:
"~ Train a ecurrent network to predict the next word in the sequence

+ Neural/RNN language models are generally more successful than n-gram
models

« In recent

cars, models based on
dominated the field

Summary

« We want to assign probabilities to sentences
« Negram language models do this by
estimating probabilities of parts o the sentence (n-grams)

estimate the probabili

of the sentence
« MLE estimate for n-geam overfit
+ Smoothing is a way to fight overfitting
« Backoff and interpolation yields better ‘smoothing’
« There are better ways of building language models
« Reading; Jurafsky and Martin, 2025, Chapter 3
Next

e e
R



https://web.stanford.edu/~jurafsky/slp3/
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