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‘What is this course about?

« This s the second course in the two~course series on Nafural Language
Processing

linguistic
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+ Focus on applications of the models to real tasks/problems

Prerequisites:
+ ISCL-BA-06, ISCL-BA-07

Module: ISCL-BA-08

Text (sequence) classification

« Text classification is a very common NLP task
+ Given a text we often want to assign one or more labels
. label(s) req

Text classification: some examples
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Text classification: some examples
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Text classification: some examples
which language s s et
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+ Detecting language of the text is often the first step for many NLP
applications.

« Easy for the most part, but tricky for
- closely related anguages
~ text with code-switching.

Text classification: More examples
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ted based on its description?

+ Whats the genre of the book?

« Which department should answer

« Find the author's
Tage
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ols depressed?

« Whatis the proficiency level of a
language learner?

+ What grade should a student essay
et

Sequence labeling
Exampl:enty recogation
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+ Can be application specifc, ¢.g, drug/disease names, chemical components,
legal entities
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« For many other tasks, we do not only need entities, but the relations between
them
dependency ic rol

Text generation
Other examples

« Summarization
+ Question answering

« Caption gencraion

+ Data to text generation

How do we solve these problems?
il perpecie
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How do we solve these problems?

On the word “statistical”

Bu it must be recognized that the notion “probability of a sentence’is an entirely
wseless one, under any knowon terpretation of this term. — Chomsky (1968)

+ Some linguistic traditions emphasize(d) the use of ‘symbolic, rule-based
methods

+ Some NLP systems are based on rule-based systems (esp. from 80's 90's)
« Virtually, all modern NLP systems are statistical

What s difficult with NLP?

« Combinatorial problems - computational complexity
+ Ambiguity
« Data sparsencss.

NLP and computational complexity

+ How many possible parses a sentence may have?

« How many ways can you align two (parallel) sentences?

+ How many operations are needed for calculating probability of a sentence
from the probabilities of words in it?

+ Many similar questions we deal with have an exponential search space.

« Naive approaches often are computationally intractable

Combinatorial problems
A typial g problens parsing

How many different binary trees can span a sentence of N words?

words_trees

2 T
3 2
4 5
5 1

0 862
20 1767263190

29
AL

Ambiguity and natural languages
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Statistical methods and data sparsity

+ Statistical methods (machine learning) are the best way we know to deal with
ambiguities

* Bven for rule-based approches, astatisicldisambigution component s
often needed

 Wenoa (annotated) data to learn, but

Languages are full of rare events

word frequencies ina smallcorpus
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Whatis difficult in CL?

and how can machine e

+ Combinatorial problems - computational complexity
- Ofenwe esor o approimate mehods: he anwe 0 what s 04
approximation?” comes from ML.
« Ambiguity
 The et o whatnthebetchle?” comes fom ML
« Data sparsencss.
Even here, ML can help.

Anatomy of a (supervised) d.

ata-driven solution
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What is in this course?
Abids eye

Introductory lectures on
+ Quick recap of NLP 1
= Math (inea s, cslclu, bty normationtheory)
~ Regres:
~ Gl
 Goerlation b, caioce: Estion
+ Representation for language data
« Artificial neural networks
« Sequence models (HMMs, CRFs, RNNs)
+ Unsupervised ANNs.
« Language models
« Transformers and pretrained language models

Course overview

+ Lectures
- Wednesday 1415-15:45 (VG 0.02)
= Friday 11515245 (OSA 001)

~ Mon 14:15-15:45 (VG 0.02) - starts from May
ou will get hands on tutorials on a m.mm ‘wols
~ Also chance to ask questions on assigam

+ Public course website: https: //snlp2-2025. github. io/
« Moodle: ttps: //noodle. zdv..uni-tusbingen. de/course/vieu. php?1d=T74
+ GitHub: https: /g1 thub. con/snlp2-2025/snlp2
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https://github.com/snlp2-2025/snlp2

Literature

- Mainly
Daniel Jurafsky and James H. Martin (2025).
An Introduction to Natural Language Processing, Computational Linguistics, and
Sptvmfhtovmluwwrthmvxwwu\/lMd\ 3rd. Online ma

202 5:/ /ueb. stantord. edu/- juratsky/slpd/

+ Reading e A s provided for each

course (all online, freely accessible)

peech and Language Processing:

Coursework and evaluation

+ Reading material for most lectures
« Assignments: ungraded, but required
« Final (written) exam - (possibly) with a project component

o butyou i
attendance

Assignments

« 5 assignments, all will be released in two weeks through GitHub.
« You are submit at least two different solutions for each

« We will likely reserve last two sessions of the lab for discussion of your
solutions (with required attendance)

Knowing your clamaes, and e rom tem, i an mporantpart fthe
ey e cison]

e he

aapment and woking an hem independenty

Final remarks

« Please do not be shy, ask your questions during the lectures

« Please fill in the 'beginning of semester survey’ on Moodle
« Next:

i Recap: math
Mon Recap: regression

Now, time for your questions

Acknowledgments, credits, references
B ) e T
5365 bor: 10. 1007/BF00S68049.

) Jurasky, Danieland James H. Martn (2025) Secch and Lnguage Procesing:
o o ot Lonag rcsing,Conpaaton Lingisics o
Sy R s oo i line
Januar stanford. odu/~jurafiy /s1p3/.

Juet



https://web.stanford.edu/~jurafsky/slp3/
https://doi.org/10.1007/BF00568049
https://web.stanford.edu/~jurafsky/slp3/

	Introduction, administrivia
	Introduction
	What is this course about?

	Introduction to NLP
	Example problems
	Text (sequence) classification
	Text classification: some examples
	Text classification: some examples
	Text classification: some examples
	Text classification: More examples
	Sequence labeling
	Relation extraction
	Text generation
	Text generation
	How do we solve these problems?
	How do we solve these problems?
	On the word `statistical'
	What is difficult with NLP?
	NLP and computational complexity
	Combinatorial problems
	Ambiguity and natural languages
	Statistical methods and data sparsity
	Languages are full of rare events
	What is difficult in CL?
	Anatomy of a (supervised) data-driven solution

	Course content
	What is in this course?

	Practical information
	Course overview
	Literature
	Coursework and evaluation
	Assignments

	Wrapping up
	Final remarks


	Appendix
	Acknowledgments, credits, references


